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Abstract

The problem of monitoring for low magnitude nu�
clear explosions� using seismic array data� under a
Comprehensive Test Ban Treaty �CTBT� requires a
capability for distinguishing nuclear explosions from
other seismic events� Industrial mining explosions
are one type of seismic event that needs to be ruled
out when trying to detect nuclear tests� We consider
a Bayesian approach to the problem of detecting
ripple��red mining explosions� Seismic array data
are expressed as multidimensional time domain con�
volutions of an unknown pulse function� representing
the ripple��red delay pattern� with unknown signal�
path e�ects sequences on each channel� which are
assumed to follow independent AR processes� Using
the Gibbs Sampler and a proposal of Cheng� Chen
and Li 	
� for blind deconvolution� we develop an
approach to estimating the delay parameters and
the unknown signal�path e�ects sequence at each
sensor� Results for a ripple��red mining explosion
recorded at the Arctic Experimental Seismic Station
�ARCESS� will be presented� Finally� the implica�
tions of our method for monitoring a nuclear test
ban treaty are considered�

� Introduction

The problem of monitoring seismic events for pos�
sible nuclear explosions is an important one that
has been studied extensively and is still open to fur�
ther development� Much work has been done on
this problem due to the many treaties that have
been signed in the past between the U�S�� the former
U�S�S�R�� and other nuclear powers related to test�

ing issues� The focus in the past has been on dis�
tinguishing possible nuclear explosions from earth�
quakes� Currently� because the above treaties have
put limitations on the permissible sizes of the nuclear
explosions for testing other smaller seismic events
such as mining explosions have become of interest in
the discrimination problem� The work we are pro�
ceeding with here is related to distinguishing low
level nuclear explosions from ripple��red mining ex�
plosions that are on the same seismic level� This
technique of quarry mining involves the use of mul�
tiple rows of explosives that are detonated with ap�
proximately equal time delays between the rows�

The objective of this paper is to develop an esti�
mation procedure that estimates delay times in seis�
mic events� The delay structure of a single seismic
event is characterized by the size �or amplitude� of
the delayed explosions and the delay times between
the single explosions� If a delay structure can be es�
timated� this will be useful in discriminating ripple�
�red mining explosions from other� possibly nuclear�
seismic events� In addressing this problem� we have
developed a model for seismic recordings collected by
an array of sensors for ripple��red events and a de�
convolution method based on work by Rong Chen�
in the univariate case� and work by Cheng� Chen�
and Li 	
� that is used to estimate parameters in our
model related to the delay time structure�

Our method works by separating� or deconvolving
a pulse sequence from the underlying signal�path ef�
fects sequences� The pulse sequence is used to model
the detonation design of a mining explosion� The
underlying signal�path e�ects sequences are used to
model the common underlying signal sent by each
detonation in a ripple��red event and the e�ects of
the path on the signal as it traces to the sensors� We
approach the problem from a Bayesian perspective�
The Gibbs sampler is implemented to produce poste�
rior estimates of the parameters in our model� using
the data and available prior information� From the



estimated pulse sequence we produce estimates of
the delay time structure of ripple��red events�

� Formulation of the Problem

We model the kth seismic trace yk�t�� t � 
� ���� n� in
an array of q�sensors� that is suspected to have been
produced by a ripple��red mining explosion� using
the following multivariate convolution model

yk�t� �

mX
j��

ajsk�t� j� � �k�t�� �
�

We refer to the vector of parameters a � 	a�� ���� am�
�

as the relative pulse sequence� This set of parame�
ters is assumed to re�ect the delay pattern used in
the design of the ripple��red event� We de�ne the
kth underlying signal�path e�ects sequence� sk�t��
t � 
� ���� n� as the combination of the �signal� pro�
duced by each sub�explosion in a ripple��red event
along with the �path e�ects� that are due to the ran�
dom imperfections in the material the signal travels
through on the kth channel to the kth seismometer�
We assume that the pulse sequence a is indepen�
dent of the underlying signal�path e�ects sequence
sk�t�� t � 
� ���� n� on each channel k� k � 
� ��� q�
Assuming that the �rst explosion in the ripple��red
event is used as the reference signal� for which we �x
a� to be 
� and that the remaining aj are calculated
relative to a�� the model can be written in a more
insightful form as

yk�t� � sk�t� �

mX
j��

ajsk�t� j� � �k�t�� ���

This model assumes that each delayed explosion in
a ripple��red event sends a signal having the same
form as the �rst� The only di�erence is that its am�
plitudes aj may vary�
Further modeling assumptions on the pulse se�

quence a� and the underlying signal�path e�ects se�
quences sk�t�� k � 
� ��� q� are needed to insure that
the parameters in the convolution model are identi�
�able� To model the pulse sequence we use a vari�
ant of the Bernoulli�Gaussian model commonly used
to model re�ection seismology data� A discussion of
the model can be found in Mendel 	��� For the pulse
sequence a� we �x a� � 
 and model the relative am�
plitudes as follows We de�ne Xj � j � 
� ����m� to be
a sequence of independent Bernoulli random vari�
ables with p�Xj � 
� � 
 � � and p�Xj � �� � ��
The nonzero values of Xj index the possible deto�
nation times in the ripple��red event of duration m�
measured in points per second� The parameter �

is the probability of observing a zero value in the
pulse sequence� The parameter m is the length of
the vector a� m is assumed to be known� Next�
we de�ne the distribution of each aj � conditional
on Xj � j � 
� ����m� In ripple��red events the am�
plitudes will be positive because mining explosions
are usually performed at shallow depths� We de�ne
aj � j � 
� ����m� conditional on Xj � j � 
� ����m� as
p�aj jXj � �� � 
 if aj � � and � otherwise� And

p�aj jXj � 
� � c������ �
�
��


p
����

���

� exp
�
� �aj � ���

�

���

�
I�aj 	 ���

where

c������ �
�
�� �

Z �

�


p
����

exp

�
� �x� ���

�

���

�
dx�

and I�aj 	 �� � � if aj 	 � and � otherwise� The
truncated normal distribution is used because the
aj � the relative amplitude of the delayed detonation
at time j� is assumed to be positive and random�
Truncating at zero restricts the values of aj to pos�
itive values�
It is reasonable to use the truncated normal distri�

bution to model the variation in the size of a single
detonation since the distribution of the size of a sin�
gle explosion should be centered at a mean value
�� with a variance �

�
�� Alternatively� we write the

density of the independent aj � j � 
� ����m� as

p�aj j�� � �I�aj � ����
���p�aj jXj � 
�I�aj 	 ���
���

which is a mixture of a Bernoulli distribution and
a truncated Gaussian distribution� The mean �� is
used to model the average size of the delayed ex�
plosions in ripple��red events in the monitoring re�
gion and the variance ��� is used to model the vari�
ance of such explosions� So the aj are independent
and identically distributed with a density de�ned
in ���� Note that for the Bernoulli sequence Xj �
j � 
� ����m� will have n� � values and m� n� unit
values� which implies that the pulse sequence has
m � n� nonzero values or pulses� Note that n� is
random� De�ne J� to be the index set that includes
the values of j for nonzero values of Xj or thereby
the nonzero values of aj � Hence� we de�ne the den�
sity of a � 	a�� ���� am�

� as

p�aj�� � �
n���� ��m�n�c

�n����� �
�
��

�
�p
����

�n�

� exp

�
� �

����

X
J�

�aj � ���
�

�
� ���

This modeling assumption is based on the Bernoulli�
Gaussian model used by Cheng� Chen� and Li 	
��



To model the underlying signal�path e�ects se�
quence sk�t�� in the kth seismic trace yk�t�� t �

� ���� n� we use a low�order autoregressive� AR�p��
model


�sk�t� � 
�sk�t� 
� � ���

�
psk�t� p� � ek�t�� ���

where we �x 
� � 
 and let ek�t� be independent and
identically distributed� over t and k� normal with
mean � and variance ��� The use of this model is
justi�ed by Dargahi�Noubary 	�� and Tj�stheim 	��
who gave theoretical and empirical arguments for
modeling seismic waveforms using low�order autore�
gressive models� The precision of sk�t� is de�ned as
� � 
���� which is used later in our application of
the Gibbs sampler� We use the same set of autore�
gressive coe�cients� � � 	
�� ���� 
p�

�� to model the
kth underlying signal�path e�ects sequence sk�t��
since the same event is assumed to generate the trace
yk�t� recorded at the kth seismometer� Hence� we
believe the same autoregressive model will be appli�
cable for each underlying signal�path e�ect sequence
sk�t�� k � 
� ���� q� t � 
� ���� n� although the functions
generated will be di�erent�
Finally� we assume that the additive observation

noise term �k�t� in ��� is distributed independent
and identically� over t and k� normal with mean �
and variance c��� where c 	 � is �xed� The param�
eter c can be thought of as the inverse of the signal�
to�noise ratio� de�ned as SNR � ��e��

�
� � where �

�
e

is the variance of the underlying signal�path e�ects
sequence on each channel and ��� is the variance of
the noise term� Recall that ��e � �� and ��� � c���
which implies that SNR � 
�c� The use of the �xed
parameter c alleviates a scaling problem that exists
if two separate variance terms are included in our
model�

� The Bayesian Approach

In this paper the deconvolution of seismic array
data for common delay patterns is achieved using
Bayesian methods� Speci�cally in the model under
consideration in �
�� the parameter set is

� � f�� a��� ��Sg� ���

The set� contains 
�m�p�
�nq elements� where
we de�ne a � 	a�� a�� ���� am�

�� � � 	
�� 
�� ���� 
p�
��

and S � 	s�� s�� ���� sq �
�� such that each row of S is

sk � 	sk�
�� sk���� ���� sk�n��
�� The given data con�

sists of the collection of q seismic traces recorded
for a duration of n points� Here we de�ne Y �

	y��y�� ����yq �
�� such that each row of Y is yk �

	yk�
�� yk���� ���� yk�n��
�� Hence in this problem only

qn data points are available to estimate all of the
parameters in ��

To develop a Bayesian deconvolution method we
follow the Bayesian approach to statistical data anal�
ysis� We develop a model and likelihood p�Yj���
Prior distributions for the parameters are chosen�
The overall prior is p���� Lastly� the posterior dis�
tributions of the parameters in �� given the data
Y� is calculated� By using Bayes� Rule the poste�
rior distributions can be calculated as p��jY� �
p�Yj��p���� Then� to draw inferences about the
unknown parameters in our model� we calculate the
marginal posteriors� For point estimates we calcu�
late the posterior means�

In our deconvolution problem� � is a vector of
many parameters� and due to our modeling assump�
tions the marginal posterior distributions are di��
cult to calculate� However� the conditional marginal
distributions are available� From the latter we
can implement the Gibbs sampler� a Markov Chain
Monte Carlo technique that simulates �random sam�
ples� from the conditional marginal distributions�
which can be used to calculate posterior estimates
of the parameters in our model� Point estimates
are calculated by taking the means of the Markov
chains samples after a su�cient �burn in� period�
See Gelfand and Smith 	�� and Tanner 	�� for de�
scriptions of the Gibbs sampler�

��� Prior Distributions

To perform our Bayesian analysis we choose prior
distributions for each unknown parameter in the pa�
rameter set �� We specify priors on �� �� and �
since they are unknown� We have modeling assump�
tions that determine the distributions of the ran�
dom parameters a and S� The probability � of see�
ing a zero at any point in the pulse sequence aj �
j � 
� ����m� is assumed to have a beta prior� with
predetermined hyperparameters � 	 � and � 	 ��
For the AR�p� coe�cients � � 	
�� 
�� ���� 
p�

�� we
assume a p�variate normal prior distribution where
�� and �� are predetermined hyperparameters� To
specify the prior for the common precision of the un�
derlying signal�path e�ects� for each channel k� we
assume that � has a gamma prior where �� 	 � and
�� 	 � are predetermined hyperparameters�



��� Overall Prior� Likelihood� and

Conditional Posterior Distribu�

tions

The overall prior distribution on the parameter set
� is de�ned using independence assumptions and is

p��� � p���p���p���

mY
j��

p�aj j��
qY

k��

p�skj�� ������

We specify the conditional likelihood and use it as
an approximation of the full likelihood� Due to the
dependence of yk�t� on the past m values of sk�t��
which can be seen in �
�� and the dependence of sk�t�
on its past p values� which can be seen in ���� we
de�ne the likelihood conditional on yk�
�� ���� yk�l��
k � 
� ���� q� where l � m � p� We now rede�ne the
data matrix as Y � 	y��y�� ����yq �� where each yk�
k � 
� ���� q� starts at l � 
 � �m � p� � 
� so yk �
	yk�l � 
�� ���� yk�n��

�� Using the model assumption
that the noise� �k�t�� is independent and identically
distributed normal with mean � and variance ��� the
conditional likelihood is

p�Yj�� � �����q�n�l���
�
�

c

	q�n�l���

� exp

�
� �

�c

qX
k��

nX
t�l��

	
�
k�t�

�
���

where �k�t� � yk�t� �
Pm

j�� ajsk�t� j�� The joint
density of the unknown parameters � and the data
Y is p�Y��� � p�Yj��p���� where the prior is
given in ��� and the likelihood is given in ���� The
joint posterior of the unknown parameters� given
the data� can be expressed using Bayes� Rule as
proportional to the likelihood times the prior� here
p��jY� � p�Yj��p���� For our deconvolution� cal�
culations of p��jY�� p�ajY�� p��jY�� p�� jY�� and
p�SjY� are not easily calculated analytically� So
we now proceed to develop the conditional marginal
posterior distributions of the parameters in our
model� which are used in the Gibbs sampler� It
is through the Gibbs sampler that we produce es�
timates of the parameters in our model�
We proceed to develop the conditional marginal

posterior distributions of the sets of param�
eters in our model� The following condi�
tional marginal posteriors distributions are cal�
culated p��jY� rest�� p�ajY� rest�� p��jY� rest��
p�� jY� rest�� and p�SjY� rest�� where rest refers to
the remaining parameters in � for a speci�c param�
eter or set of parameters of interest�


� The conditional posterior of � is

�jY� rest � beta��� � 
�
��� �
��

with parameters �� � n� � � and �� � m �
n� � ��

�� The conditional posterior of aj � j � 
� ����m is

p�aj jY� rest� � �jI�aj � 	�


��� �j�c
����aj�

�
aj �

�p
���aj

� exp

�
��

�

�aj � �aj �
�

��aj

�
�I�aj 
 	�� ����

where �j � ��	� � �
� ��dj ��

dj �

�
c��aj � �

�
aj �

c���� ����

���aj
��

	
exp

�
�

�

�
��aj

��aj
� ���

���

��
�

�aj � �
�
aj



��

���



�

c

qX
k��

nX
t�l��

	
�

k�t��j��sk�t� j�

�

where ��k�t	�j�� � yk�t� �
Pm

i���i��j aisk�t � i��
and

�
�
aj �



�

���



�

c

qX
k��

nX
t�l��

s
�
k�t� j��

�
��

�

�� The conditional posterior of � is

�jY� rest � Np�������� �
��

where �sk�t� � 	sk�t� 
�� ���� sk�t� p����

�
�
� �



��

qX
k��

nX
t�l��

sk�t��sk�t� 
 ��
� ��

�
�

and

��
� � �

qX
k��

nX
t�l��

�sk�t��s
�

k�t� 
 ��
� �

�� The conditional posterior of � is

� jY� rest � gamma���� � �
�
��� �
��

where ��� � q��n� l � p��� � �� and

��� �



�c

qX
k��

nX
t�l��

��k�t� �



�

qX
k��

nX
t�p��

e�k�t� � ���

�� For k � 
� ��� q and i � �p�
�� ���� n� sk�i� has a
Normal posterior distribution with

sk�i�jY� rest � N��sk�i�� �
�
sk�i�

�� �
��



with

�sk�i� � �
�
sk�i�

�
�

c

min��i�m��n�X
t�max�i��l����

	
�

k�t��i��at�i

��

min��i�p��n�X
t�i

e
�

k�t��i���t�i

�

where

��k�t	�i�� � yk�t��
mX

j���j ��t�i

ajsk�t� j��

e�k�t	�i�� �
pX

j���j ��t�i


jsk�t� j��

and

�
�
sk�i�

�

�
�

c

min��i�m��n�X
t�max�i��l����

a
�
t�i


�

min��i�p��n�X
t�i

�
�
t�i

���
�

�� For k � 
� ��� q the conditional posterior of

�sk�p� 
� � 	sk�p�� ���� sk�
��
��

We de�ne  t � 	
t� ���� 
p� �� ���� ��
� for t �


� ���� p and also de�ne

ck�t� � sk�p
 t� 
 ��sk�p
 t� �� 


��� 
 �t��sk�p
 ���

for t � f
� ���� pg� Therefore� we have
�sk�p� 
� � Np���sk�p������s�

k
�p���� �
��

where

��sk�p��� � ��sk�p���



��

c

pX
t��

ck�t� t

�

and

����s�
k
�p��� �



�

c

pX
t��

 t 
�
t ��

��
�

�
�

� Results for Real Data

We present in this section the results produced by
applying our Bayesian deconvolution technique to
real data� The array data we analyze is Event ���� a
mine blast recorded at the Arctic Experimental Seis�
mic Station �ARCESS� in northern Norway� previ�
ously analyzed by Shumway� Baumgart� and Der 	���
The seismic source of this data is known to be a
ripple��red mining explosion that was recorded at a
regional distance with a sampling rate of �� points
per second�

��� Hyperparameters and Fixed

Model Parameters

In this section we �rst present our choice of hyper�
parameters for the prior distributions on the param�
eters in� and our choice of the �xed model parame�
ters� For �� the hyperparameters we use in our beta
prior are � � �� and � � 
���� For the autoregres�
sive coe�cients � the mean value we use for our mul�
tivariate normal prior on � is �� � 	����� ����������
and the covariance matrix is

�� �

�
 ������� �������� ���
���

�������� ������� ����
���
���
��� ����
��� ���
���

�
� � �
��

The hyperparameters we choose for the gamma
prior distribution of the precision of the underly�
ing signal�path e�ects sequence sk on each channel
k are �� � � and �� � �� The hyperparameters that
determine the normal distribution used to model the
independent nonzero elements of the pulse sequence
aj are �� � ��� and ��� � ��
�

��
The value of the parameter c is chosen to re�ect

the signal�to�noise ratio de�ned as SNR � ��e��
�
� �

We �x c � ���
� And we �x m � ���

��� Results for Event �	�

Here we present the results produced by applying
our Bayesian deconvolution program to the Pn�phase
of Event ���� see Figure 
 for plots of the q � �
recordings of the Pn�phase� Estimates of the model
parameters � are calculated from a typical run of
our Gibbs sampling program� For the results pre�
sented here the program was run ������ iterations
and a �burn in� of ������ iterations was used� The
estimates were computed by calculating the means
of the Markov chains after �burn in� for each pa�
rameter�
The peak values of a estimated from the Pn�phase

occur at the times �� �� 
�� 
�� 
�� ��� ��� and ���
which can be seen in Figure �� The estimated delay
structure contains multiple delays� indicating that
the Pn�phase of Event ��� was generated by ripple�
�ring�

� Conclusions

To summarize our work� we have developed a
Bayesisan deconvolution method for seismic array
data that detects a common delay pattern� This
work was based on the univariate work of Rong
Chen and and Cheng� Chen� and Li 	
�� The pri�
ors we chose were derived from the previous work
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Figure 
 Pn�phase Event ��� Scaled data� yk � k �

� ���� q� where q � � and n � ����

Pn054 - Delay and Amplitude Estimates
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Figure � Pn�phase Event ��� Posterior estimates
of the pulse sequence� !aj � j � 
� ����m� wherem � ���

of Tj�stheim 	��� Smith 	��� and Shumway� Baum�
gart� and Der 	��� We tested our program extensively
on simulated data and we used the lessons learned
from the simulated data analysis to implement our
program on the data from Event ��� recorded at
ARCESS�

We foresee two main implications of our method
for monitoring seismic activity for low level nuclear
explosions� First� our method can incorporate into

the statistical analysis expert opinion related to the
parameters in our model or research related to the
seismic activity of the region being monitored� Sec�
ondly� we see the possibility of automating the anal�
ysis so a quick �rst analysis can be run to check
seismic events for common ripple��red mining ex�
plosions�
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